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Abstract

In this paper we consider the problem of reconstruction of a noisy signal by means of Singular Spectrum Analysis and its extension to systems of several time series. We use the formal expansion of the reconstruction error and investigate the first-order (linear by perturbation value) term in the case of the time-series length tending to infinity. An explicit form of the asymptotic variance of the first-order error is derived for simple model examples with constant signals. Simulations confirm that the obtained conclusions are still valid for a wider class of signals including sine-waves.

1 Introduction

Let us consider the problem of reconstruction of a noisy signal by means of SSA (Singular Spectrum Analysis) [2, 3]. Let $F = S + \delta E$ be a noisy signal of length $N$. Here $E$ is a random noise, $\delta$ is a technical parameter and is used only formally, e.g., it can be equal to 1. The aim of this paper is to obtain the variance of reconstruction errors as a function of numbers of the time-series points, asymptotically by signal length. In the paper, we consider the linear in $\delta$ first term

errors $S^{(1)} = (s_0^{(1)}, ..., s_{N-1}^{(1)})$ and demonstrate results on asymptotic variance $D_s^{(1)}$

considering simple model examples with constant and sine-wave signals.

Section 2 includes a short description of the SSA algorithm and the basic formulas for perturbations.

Section 3 contains an explicit asymptotic ($N \to \infty$) form of $D_s^{(1)}$ for the constant signal. This form allows us to investigate dependence of reconstruction errors on noise variance $\sigma^2$, window length $L$, which is the main parameter of SSA, and time-series length $N$.

Similar considerations take place for Multi-channel SSA (MSSA), an extension of SSA to analysis of a system of time series (see [2, 4] for the MSSA algorithm and theory). Results analogous to that in the one-dimensional case are considered in Section 4 for a system of two noisy signals.

The simulation results confirm that the obtained conclusions are also valid for application of SSA and MSSA to sine-wave signals. These conclusions are formulated in Section 5.
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2 Algorithm of SSA and first-order errors

We start with a short description of the SSA algorithm. In the case of signal extraction, the SSA method can be written as a sequence of mappings applied to the initial time series \( F = (f_0, \ldots, f_{N-1}) \) of length \( N \). Introduce these mappings. Fix the so called window length \( L, 1 < L < N \), and denote \( K = N - L + 1 \). Let \( \mathcal{M}_{L,K} \) be the space of matrices \( L \times K \), \( \mathcal{M}_{L,K}^{(H)} \subset \mathcal{M}_{L,K} \) be the space of Hankel matrices, and \( \mathcal{M}_{L,K}^{(d)} \subset \mathcal{M}_{L,K} \) be the space of matrices of rank \( d \) (all of them are with Frobenious inner product).

Let \( T : \mathbb{R}^N \to \mathcal{M}_{L,K}^{(H)} \) be the embedding operator: \( F = TF \) has \((i,j)\)-entries \( f_{i+j-1}, i = 1, \ldots, L, j = 1, \ldots, K \). Note that \( T \) is a one-to-one correspondence and \( T^{-1} \) exists. For a fixed \( d \), let \( U_1, \ldots, U_d \) be left singular vectors of \( F \) corresponding to its \( d \) largest singular values, \( \mathcal{L}_{F,d} = \text{span}\{U_1, \ldots, U_d\} \subset \mathbb{R}^L \) and \( P_F \) be the matrix of the orthogonal projector from \( \mathbb{R}^L \) to the space \( \mathcal{L}_{F,d} \). Denote \( H \) the orthogonal projector from \( \mathcal{M}_{L,K} \) to \( \mathcal{M}_{L,K}^{(H)} \) (hankelisation operator).

Suppose that \( d = \text{rank} \; TS < \min(L, K) \), that is, we choose \( d \) equal to the SSA-rank of the signal \( S \). Then we have the following sequence of objects: the initial time series \( F \), its trajectory matrix \( F = TF \), the reconstructed matrix \( \tilde{S} = P_F F \), and the reconstructed signal \( \tilde{S} = T^{-1} H \tilde{S} \).

Thus, the signal reconstructed by SSA is defined as

\[
\tilde{S} = T^{-1} H P_F T F.
\]

Denote the trajectory matrices \( E = TE, S = TS \). Note that \( S \in \mathcal{M}_{L,K}^{(d)} \) and \( P_S S = S \in \mathcal{M}_{L,K}^{(H)} \). The reconstruction can be represented in the form \( \tilde{S} = S + S(\delta) \), where the reconstruction error is

\[
S(\delta) = T^{-1} H ((P_{S+\delta E} - P_S)S + \delta P_{S+\delta E} E).
\]

Conditions for convergence in norm of \( P_{S+\delta E} - P_S \) to \( 0 \) as \( N \to \infty \) are formulated in [5]. The models of noisy signals considered in this paper satisfy these conditions. Since the results of [5] do not guarantee the convergence of \( S(\delta) \) to \( 0 \), the convergence was checked by computer simulations.

Considering a formal expansion of \( P_{S+\delta E} - P_S \) in \( \delta \), \( P_{S+\delta E} - P_S = \delta P^{(1)} + \delta^2 P^{(2)} + \ldots \), we obtain a formal expansion \( \tilde{S} - S = \delta S^{(1)} + \delta^2 S^{(2)} + \ldots \) and therefore, \( S(\delta) = \delta S^{(1)} + \delta^2 S^{(2)} + \ldots \). Taking into consideration the simulations for noisy signals, we confirm that \( \delta S^{(1)} \) is the main term of the reconstruction error for a wide range of values of \( \delta \), as \( N \) tends to infinity. That is why we call the linear in \( \delta \) term of \( S(\delta) \) the first-order reconstruction error. It is easy to see that \( S^{(1)} = S^{(1)} + P_S E \), where the first summand appears due to errors in the projector operator while the second term is caused by the perturbations of the signal by noise.

The perturbation technique [1] gives the possibility to obtain the expansion of \( P_{S+\delta E} \). In particular, we can calculate \( S^{(1)} = T^{-1} H S^{(1)} \), where for \( d = 1 \)

\[
S^{(1)} = U_1 U_1^T E + EV_1 V_1^T - a_{11} U_1 V_1^T
\]
and for \( d = 2 \)

\[
\mathbf{S}^{(1)} = (U_1 U_1^T + U_2 U_2^T) \mathbf{E} + \mathbf{E} (V_1 V_1^T + V_2 V_2^T) - (\alpha_{11} U_1 V_1^T + \alpha_{12} U_1 V_2^T + \alpha_{21} U_2 V_1^T + \alpha_{22} U_2 V_2^T).
\]  

(2)

Here \( U_i \) and \( V_i \) are left and right singular vectors of \( \mathbf{S}, \alpha_{ij} = U_i^T \mathbf{E} V_j \). These formulas help us to calculate first-order reconstruction errors for constant (rank equals 1) and sine-wave (rank equals 2) signals.

### 3 First-order SSA-errors for a constant signal

Consider \( f_n = s_n + \varepsilon_n \), where \( s_n \equiv c \) and \( \varepsilon_n, n = 0, \ldots, N - 1 \), is Gaussian white noise with \( \mathbb{D} \varepsilon_n = \sigma^2 \) (formally, we take \( \delta = 1 \)). Let \( \sigma^2 \) be not too big to provide separability of the signal from noise. Relation (1) implies that the first-order reconstruction error does not depend on \( c \). Therefore, we set \( c = 1 \).

**Asymptotic formulas** Let the window length \( L \sim \alpha N, 0 \leq \alpha \leq 1/2 \), and the number of the considered series point \( l \sim \lambda N/2, 0 \leq \lambda \leq 1 \), as \( N \to \infty \). The point with proportion \( \lambda = 1 \) lies at the middle of the time series, that is, we start with consideration of errors for the first half of the time series and of window lengths less than half of the time-series length.

By direct calculations, we obtain the following asymptotic form of variance of the first-order error as \( N \to \infty \):

\[
\mathbb{D} \eta_1^{(1)} \sim F(\alpha, \lambda, N) = \frac{\sigma^2}{N} \psi(\alpha, \lambda) = \frac{\sigma^2}{N} \begin{cases} D_1(\alpha, \lambda), & 0 \leq \lambda \leq 2(1 - 2\alpha), \\ D_2(\alpha, \lambda), & 2(1 - 2\alpha) < \lambda < 2\alpha, \\ D_3(\alpha, \lambda), & 2\alpha \leq \lambda \leq 1, \end{cases}
\]  

(3)

where

\[
D_1(\alpha, \lambda) = \frac{1}{12\alpha^2 (1 - \alpha)^2} \left( \lambda^2 (1 + \alpha) - 2\lambda\alpha (1 + \alpha)^2 + 4\alpha (3 - 3\alpha + 2\alpha^2) \right),
\]

\[
D_2(\alpha, \lambda) = \frac{1}{6\alpha^2 (1 - \alpha)^2} \left( \lambda^4 + 2\lambda^3 (-2 + 3\alpha - 3\alpha^2) + 2\lambda^2 (3 - 9\alpha + 12\alpha^2 - 4\alpha^3) + 4\lambda (-1 + 4\alpha - 3\alpha^2 - 4\alpha^3 + 4\alpha^4) + 8\alpha - 56\alpha^2 + 144\alpha^3 - 160\alpha^4 + 64\alpha^5 \right),
\]

\[
D_3(\alpha, \lambda) = \frac{2}{3\alpha^2}.
\]

The change points in the conditions of (3) correspond to \( l = K - L \) (i.e., with proportion \( 2(1 - 2\alpha) \)) and \( l = L \) (\( 2\alpha \)). The former change point exists if \( K < 2L \) (\( \alpha > 1/3 \)). Note that these formulas can be extended to window lengths \( 2 < L < N - 1 \) (\( 0 \leq \alpha \leq 1 \)) and to numbers of time-series points \( 0 \leq l \leq N - 1 \) (\( 0 \leq \lambda \leq 2 \)) by the symmetry of error with respect to the middle of the time series and by the equality of results for change \( L \leftrightarrow K \) (\( \alpha \leftrightarrow 1 - \alpha \)).
The case of the known projector  Suppose that the projector \( P_S \) can be found exactly. Then \( P^{(1)} = 0 \) and \( S^{(1)} = P_S E \). The following formula for the asymptotic first-order reconstruction error takes place:

\[
D_S^{(1)} \sim F_0(\alpha, \lambda, N) = \frac{\sigma^2}{3N(1 - \alpha)^2} \left( (3 - 3\alpha - \lambda/2), \quad 0 \leq \lambda \leq 2\alpha, \right.
\]

\[
\left. (3 - 4\alpha), \quad 2\alpha \leq \lambda \leq 1. \right)
\]

It is interesting that the full first-order error \( F(\alpha, \lambda, N) \) generally increases as window length \( \alpha \) decreases, while \( F_0(\alpha, \lambda, N) \) decreases together with \( \alpha \). The equality \( F(0.5, 1, N) = F_0(0.5, 1, N) \) holds for the middle point and \( L \sim N/2 \).

Optimal window length  Theory of SSA [3] recommends the choice \( L = N/2 \) to decrease the whole error of reconstruction. The obtained formula (3) allows us to find the window length providing minimal reconstruction errors for the given time-series points. That is, we are interested in \( \alpha_{\text{opt}}(\lambda) = \arg \min_{\alpha \in [0, 1]} \psi(\alpha, \lambda) \). The graph of \( \alpha_{\text{opt}} \) is depicted in Fig. 1. Fig. 2 contains the rate of improving the error with respect to the choice \( L \sim N/2 \):

\[
q(\lambda) = \left( \frac{\psi(0.5, \lambda)}{\psi(\alpha_{\text{opt}}, \lambda)} - 1 \right) 100\%.
\]

One can see that the choice \( L < N/2 \) can improve reconstruction of edge time-series points up to 9%.

4 First-order MSSA-errors for constant signals

Consider the system of two time series \( (F, \hat{F}) = (S, \hat{S}) + (E, \hat{E}) \), with signal terms \( s_n \equiv c, \hat{s}_n \equiv \hat{c} \) and noise terms \( \epsilon_n, \hat{\epsilon}_n \) with variances \( \sigma^2 \) and \( \hat{\sigma}^2 \) correspondingly \( (n = 0, \ldots, N - 1) \). By the similar to the one-dimensional case way, we obtain the asymptotic form of variance of the first-order error \( S^{(1)} \). In view of much more complicated calculations, we get the formulas for \( L \sim N/2 \) (\( \alpha = 0.5 \)) only.
Asymptotic formulas  Let $L \sim 0.5N$ and $l \sim \lambda N/2, 0 \leq \lambda \leq 1$, as $N \to \infty$. Then for the first time series

$$D^{(1)}_s \sim G(\lambda, N) = \frac{2}{3N(c^2 + \hat{c}^2)^2} \left( \lambda^2((4c^4 + 2c^2\hat{c}^2)\sigma^2 + 2c^2\hat{c}^2\hat{\sigma}^2) - \lambda((10c^4 + \hat{c}^4 + 7c^2\hat{c}^2)\sigma^2 + 4c^2\hat{c}^2\hat{\sigma}^2) + ((8c^4 + 3\hat{c}^4 + 9c^2\hat{c}^2)\sigma^2 + 2c^2\hat{c}^2\hat{\sigma}^2)\right).$$

$G(\lambda, N)$ is a quadratic polynomial in $\lambda$ which decreases from the edges ($\lambda = 0$) of the time series to its middle ($\lambda = 1$).

Proposition 1. Let $\hat{\sigma} = \sigma$. Then $G(\lambda, N) \leq F(1/2, \lambda, N)$ and the equality $G(\lambda, N) = F(1/2, \lambda, N)$ holds if and only if $\hat{c} = 0$.

Proposition 2. $G(1, N) = 4\sigma^2/(3N)$ for any $c, \hat{c}, \sigma, \hat{\sigma}$.

It follows from Proposition 1 that for $\hat{\sigma} = \sigma$ MSSA is better than SSA applied to the first time series separately. Proposition 2 demonstrates the specific effect: the error variance at the middle point of the first time series does not depend on characteristics of the second time series. This means (see the paragraph concerning the case of the known projector) that the error at the middle point is determined by $P_{SE}$ only. For non-middle points, it can be shown that the greater is $\hat{c}$, the smaller is the variance of the reconstruction error.

Using supplementary time series to set a model  Consider the problem of extraction of signal for the case of one time series. If the signal structure is known, then we can do the following trick: we can formally involve into consideration the additional time series with the given structure and then apply MSSA to the system of two time series.

In the framework of the considered example with a constant signal, let us take $\hat{s}_n \equiv \hat{c}$ and $\hat{\sigma} = 0$. If $\hat{c} \to +\infty$, then $G(\lambda, N)$ tends to $2\sigma^2(3 - \lambda)/3N$. That is, we have the 8/3-times decreasing of variance of the edge errors. The error at the middle point does not effected by the second time series due to a specific choice of window length.

Comparing with (4), one can see that the obtained limit value is exactly the reconstruction error in the case of known projector: $F_0(\alpha, \lambda, N) = 2\sigma^2(3 - \lambda)/3N$. It is not surprising as in fact we set the model of the signal. The same result is valid for an arbitrary choice of window length $L$ (it was checked by numerical computations).

As we have mentioned before, behavior of $F_0(\alpha, \lambda, N)$ and $F(\alpha, \lambda, N)$ in $\alpha$ is opposite. In particular, $F_0(\alpha, 1, N)$ strongly decreases as $\alpha$ decreases to zero.

5 Sine-wave signals. Simulation

Let us take the noisy sine-wave signal $S$ with $s_n = \sin(2\pi\omega n)$. The time-series length $N$ and the noise variance $\sigma^2$ was chosen to provide an approximate separability of the signal from noise. To apply MSSA, the sine-wave signal $\hat{S}$ of the second time series was taken with the same frequency.
Estimation of variance of the first-order reconstruction errors was realized by means of simulation on the base of formula (2). Note that it is much more quicker than estimation of variance of the full error following the SSA algorithm.

The simulation gives results analogous to that for constant signals. Namely:

(1) SSA: Error variance decreases from the edges toward the middle of the time series and is approximately constant for time-series points with numbers from \([L, K]\).

(2) SSA: Optimal window length for reconstruction of points close to the edges lies between 0.3\(N\) and 0.4\(N\).

(3) MSSA, \(L = N/2\): Error variance decreases from the edges to the middle of the time series.

(4) MSSA: assignment of the model with the help of an artificial time series with the same signal frequency as that of \(S\) diminishes the variance of the reconstruction error.

Thus, there are reasons to believe that the obtained conclusions are valid for a wider class of time series. In particular, the choice of window length less than a half of the time-series length can decrease forecasting errors as the forecast is based mostly on the last points of the time series.
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